CONCEPTUAL FRAMEWORK FOR ENHANCING A WEARABLE DEVICE THAT CONVERTS SOUND, TEXT AND IMAGE INTO AUTOMATIC SIGN LANGUAGE RECOGNIZING SYSTEM (ASLR)
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ABSTRACT. Current production of hearing aids meets lesser than global needs. Hearing aids and other assistive devices can be used to improve Deafness and hearing loss in people especially using sign language. However, expressing sign language is not known or understood by everyone. These possess serious drawbacks in communicating to and from the deaf. Thus, the paper is to propose a framework that will improvised wearable device for the deaf by using machine learning approach. This paper develops a conceptual framework for enhancing a wearable device that converts sound, text and images into automatic sign language recognition system. The proposed study is an initial step towards the full development and deployment of the wearable device. The device is aimed specifically for the physically challenged (deaf).
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INTRODUCTION
Communication is an essential part of human life. Without communication, the world today will still be the same as it was in the Stone Age. Business transactions, decision making, development in information technology, advancement in science and technology, political formation, human rights and ethics is impossible without information communication. Communication can be of various forms namely; verbal, non-verbal, written and visual form (graphics, charts and images). In this study we concentrate more on improving verbal communication with the help of information communication technology employing machine learning approach.

Freedom of speech is entitled to everyone, especially the physically challenged (deaf). According to WHO, (2015) deafness and hearing loss fact sheets, the number of deaf people worldwide is about 360 million. The current production of hearing aid meets less than 10% of global needs. Hearing aids and other assistive devices helps to improve hearing loss in people. To enhance communication amongst the physically challenged, sign language is used as a medium of communication for the deaf. As with respect to spoken languages, sign
languages varies from different regions. It also represents some basic communication that is not limited in expression. However, expressing sign language is not known or understood by everyone. It is a skill that needs to be properly learnt and understood by people in need of it either (deaf or not) (Dreuw, Rybach, Deselaers, Zahedi, & Ney, 2007).

Sign language employs hand with facial gestures for communication. It is difficult to communicate using the sign language, especially when it is not properly communicated using its known signs. This possesses a serious challenge and has intensified the need for researchers to come up with algorithms, models as well as devices to resolve these issues (Weaver, Starner & Hamilton, 2010; Boulares, & Jemni, 2012). Today many sign language applications are widely available especially on smartphones. Nevertheless, these applications are inadequate in terms of their usability and can still be optimized (Yeratziotis & Greunen, 2013).

To communicate sign language flexibly and reduce the hassle of learning for a long period. Many research has been carried out on courseware applications to ease communications amongst the deaf (Adamo-Villani, 2007; Gennari & Mich, 2008; Mohid & Zin, 2010 Ariffin & Faizah, 2010; Savita & Athirah, 2011; Shaffiei & Aziz, 2012). Moreover, it was noticed that these applications have limitations in terms of usage. Problems relating to usability are more challenging especially when it involves the conversion of text and speech into image using the machine learning approach. It is assumed that an enhanced wearable application for the deaf will foster the level of attentiveness and ease communication process for the deaf (Kim & Gilman, 2008).

The main aim of this paper is to propose a framework that will improvised wearable device for the deaf by using machine learning approach. The remainder of this paper is structured as follows; section 2 presents related works, section 3 gives detailed description of the proposed framework and Section 4 concludes the paper with further discussion and future recommendations.

RELATED WORKS

Many Electronic Travel Aids (ETAs) have similar principle in operation for example scanning the environment with different technologies as well as displaying the information gathered to other senses such as hearing and touch (Velázquez, 2010). As internet evolves, problems in accessing computer for the deaf arises as well. Some of the proposed solution to help these community are such as voice synthesizers and screen magnifiers. Besides that, sign language output terminals were also deployed for the deaf community (Velázquez, 2010; Angsanto & Lim, 2016).

However, these technologies needs to be well studied to assure that wearable technology will be of utmost assistance to the disabled. Over the years, Artificial Neural Network or Deep neural network has been used by many researchers (Abdel-hamid, Deng, & Yu, 2013). Recently, Convolutional Neural network has proven to outperform the state-of-the-art method. Convolutional Neural network takes audio inputs entropy sample which can be trained and tested for experimentation. Basically this trained audio dataset are processed using its Mel Frequency Cepstrum Coefficient (MFCC) which is a representation of the short term power spectrum of sound data. It is based on a cosine transform of a log power spectrum on a nonlinear mel scale of frequency. MFCC can be applied in the domain of speech recognition (device that can automatically recognize numbers in telephone) and as well in the field of information retrieval.

In addition, CNN has been used by previous studies to optimize the techniques of speech recognition (Abdel-hamid et al., 2013.) and also detecting whales sound using deep learning
Another novel research made use of Speech learning to optimize, train and recognize voluminous vocabulary (Dahl et al., 2012). Thus, by proposing this conceptual framework, wearable devices such as smart glasses are able to incorporate speech to text conversion with machine learning techniques.

Existing research used machine language (ML) to perform similar study, but the contribution of this research is to develop a conceptual framework that will allow different input data such as text, image and sound employing the Convolutional Neural Network (CNN) approach to train the inputted datasets and transform datasets into an Automatic sign language recognition system. Display output will not show as an ordinary image but will be displayed in GIF image format. This will allow easy and faster illustration of communicated speech concurrently by the wearable device. Machine Learning is specifically leveraged in the study to supervise inputted dataset for the purpose of training as well as testing device performance implementation and evaluation. The study is not proposing a novel approach in machine learning but however adopting existing techniques with the introduction of Graphic Interchange Format (GIF) image format for ASLR. More so, this paper focuses only on mainly on the framework of the proposed study. Next part of the paper will be on the issues related with machine language and followed by conceptual framework that has been proposed.

CONCEPTUAL FRAMEWORK FOR THE PROPOSED STUDY

Figure 1 is a model of the proposed framework. However, the proposed framework will be able to pre-process three input namely; Text/Image recognition and Speech recognition. Images such as sign, text, and symbols will be translated using a Machine learning supervised methods. The Knowledge Based System will be incorporated in the proposed wearable device to allow easy conversion of text/ images into sign language (Caridakis, Asteriadis, & Karpouzis, 2014; Dreuw et al., 2007).

IMPLEMENTATION

The proposed study tends to improvise a wearable device using machine learning approach to convert text, image and speech data into sign language (image) (IR/ASR – to - ASLR) for easy communication. Sign language in our context will be in a Graphics interchangeable format (GIF). This is a bitmap image format that was developed in the United States in the
late 80’s. Animated images in form of frames will be added to the proposed GIF spec leveraging Graphics Control Extensions (GCE) (Patel, 2016). GCE allows various image frames in the device to be painted as inputted data are being processed without delay to form a video-like display of inputted information. These frame images will be processed in succession as a series of painted animation that is introduced by its own GCE. Communicated speech can be fast a times, for device to conveniently capture spoken words, it is necessary for the proposed device to enhance an improved method of displaying information to the user. GIF is proposed instead of 3D- video animation because Bitmap images consumes less storage than the 3D video animation and most times it is mostly used for graphics (Patel, 2016).

On the other hand, speech recognition mode will be basically focus on the grammatical and prosodic information (Dahl, Yu, Deng, & Acero, 2012). This information needs to be modelled with (speech/facial expression) to extract facial gestures with spoken words for direct communication and effective translation of spoken words by the device (Harashima, 1991). Different spoken dialects entails a close set of attribute language phonology. Thus, it is essential for morphological notations to be rich and sufficient for image recognition technologies. To enhance these technologies, some issues needs to be well addressed namely vocabulary recognition / size supported on a real time basis and the design and implementation of IR/ASR to ASLR feature extraction scheme application. The application of this device needs to be well ensured (Dahl et al., 2012).

CONCLUSION

This paper develops a conceptual framework for enhancing a wearable device that converts sound, text and images into automatic sign language recognition system. The proposed study is an initial step towards the full development and deployment of the wearable device. The device is aimed specifically for the physically challenged (deaf). It is an enhancement of already existing wearable device with other functional specification that improves communication amongst the deaf. This function includes the concurrent display of multiple framed images in form of GIF to meet up with the conversation speed when dialoguing with the deaf. GIF image is selected due to its flexibility and size.

The research aims at looking into other aspects apart from the Machine Learning. These aspects includes, sensors and control settings of the device, Energy and Data storage. However we only concentrate on a narrow aspect of the conceptual framework of the machine learning functions of the proposed study. We working on the other functions and how they can be incorporated together to achieve the aforementioned goals. This research requires a long term implementation of the device so as to evaluate its performance measures.
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